
On the Expressive Power of Transfinite
Sequences for Continuous Petri Nets

Stefan Haar, Serge Haddad
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Abstract. Continuous Petri nets (CPNs) form a model of (uncountably
infinite) dynamic systems that has been successfully explored for mod-
elling and theoretical purposes. Here, we focus on the following topic.
Let the mode of a marking be the set of transitions fireable in the future.
Along a firing sequence, the sequence of different modes is non increas-
ing, and forms what we call the trajectory of the sequence. The set of
achievable trajectories is an important issue, for instance in the study
of biological processes. In CPNs, a marking can be reachable by a finite
sequence, or lim-reachable by an infinite convergent sequence. The set
of trajectories (resp. markings) obtained via lim-reachability (sometimes
strictly) includes the set of trajectories (resp. markings) obtained via
reachability. Here, we introduce transfinite firing sequences over count-
able ordinals and establish several results: (1) while trans-reachability
is equivalent to lim-reachability, the set of trajectories associated with
trans-reachability may be strictly larger than the one associated with
lim-reachability; (2) w.r.t. trajectories, transfinite sequences over ordi-
nals smaller than ω2 are enough; and (3) checking whether a trajectory
is achievable is NP-complete.
We then turn to a more difficult problem: the specification, for all trans-
finite firing sequences, of their achievable signatures, i.e. the sequences of
markings witnessing the changes of mode along the trajectory. In view of
this goal, we define a finite symbolic reachability tree (SRT) that tracks
the possible signatures of the system; in the SRT, a set of markings
with same mode is associated with each vertex. We establish that, for
bounded CPNs, reversibility holds inside the leaves of the SRT (which
correspond to the long-run behaviours). This property is also crucial in
the application domains that motivate this work, namely regulation, sig-
naling, ecosystems and other biological networks, where all quantities
are bounded in mass or energy. Finally, from an algorithmic point of
view, we show how to build an effective representation of the SRT in
exponential time, even when the CPN is unbounded.

1 Introduction

Petri nets in Life Sciences. Over the last decades, life sciences have been
increasingly benefitting from the increased application of formal methods in-
volving discrete event system models. This is particularly true for boolean and
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Thomas networks; but several authors (Heiner et al. [15, 2], Chaouia et al. [4–6],
and others) have successfully used and studied (discrete) Petri nets, specifically
in systems biology for the modelling of metabolism, cellular regulation (includ-
ing the first author [7, 17]), signalling ([19]), or ecosystems [1]. For the relation
between Boolean Networks and Petri nets, see [8]. Further application fields for
Petri nets in the life sciences, such as ecology [1], are currently emerging.

A central objective in these efforts is to identify and study attractors, infor-
mally stated as the possible long run behaviours of the system. These objects
are crucial in several domains. For instance, in the context of cellular regula-
tion, attractors give exactly the phenotypes of the studied system, whereas the
collapse or blossom of an ecosystem is characterized by the attractors it enters.
Furthermore an attractor fulfills reversibility : all visited states in an attractor
can be visited again.

The limits of discrete models. The discrete and non-deterministic nature of
Petri nets are a key asset in these applications in the sense that they provide
exhaustive treatment at a reasonable complexity (PSPACE for the reachability
problem of bounded nets), compared to the predominant ODE or Markovian
models in life sciences thus far. In fact, some works have studied more permissive
discrete firing rules, between discrete Petri nets ([9]) and Boolean Networks ([10,
11, 7, 18]). The key motivation here is to ensure a better state space coverage,
to avoid false predictions, diagnoses, or therapies. On the formal side, a gap in
the reachability coverage had been first reported for contextual Petri nets [9];
following this, extensions to the traditional spectrum of semantics was developed
for Boolean networks [10, 11, 7, 18], culminating in a most permissive or MP
semantics [18]. This MPS provides a sound overapproximation of the natural,
continuous behaviour of the system, paired with a low complexity for the discrete
reachability problem (see [18] and the zenodo tool]. Faithful refinement of this
overapproximation remains an important open problem. From the continuous
end of the spectrum, several authors (e.g. Heiner et al. [16]) have introduced
continuous and fuzzy Petri nets as models of biological systems, in order to
account for uncertainties in the modeling and observation of natural systems.
However, the theory necessary for exploiting such models in prediction is still
missing.

Continuous Petri nets (CPN)[14, 12, 3]. In a CPN, the marking can evolve
by firing a real quantity of a transition thus leading to a place marking defined
by a real. CPNs present several interests both from a theoretical and a modelling
point of view:

– Infinite firing sequences can be “convergent” and reach at the limit some
marking. This yields the notion of lim-reachability which is sometimes more
appropriate for modelling biological systems;

– reachability, lim-reachability and some other interesting problems can be
solved in polynomial time while more difficult problems like the deadlock-
freeness problem are NP-complete. These results hold even in unbounded
CPNs, a major advantage over Petri nets.
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Our contributions. Motivated by biological applications we focus on the fol-
lowing topic. Let the mode of a marking be the set of transitions fireable in the
future. Along a firing sequence, the sequence of different modes is non increasing
and forms what we call the trajectory of the sequence. The set of achievable tra-
jectories is an important issue for instance in the study of biological processes.
In CPNs, a marking can be reachable by a finite sequence or lim-reachable by an
infinite convergent sequence. The set of signatures (resp. markings) obtained via
lim-reachability (sometimes strictly) includes the set of trajectories (resp. mark-
ings) obtained via reachability. Here we introduce transfinite firing sequences
over countable ordinals and establish several results:
– while trans-reachability is equivalent to lim-reachability, the set of trajecto-

ries associated with trans-reachability may be strictly larger than the one
associated with lim-reachability;

– w.r.t. trajectories transfinite sequences over ordinals less than ω2 are enough;
– checking whether a trajectory is achievable is a NP-complete problem.

Afterwards, we turn on a more difficult problem: the specification for all transfi-
nite firing sequences of their signature, i.e. the sequence of markings witnessing
the changes of mode in the trajectory. In view of this goal, we define a finite
symbolic reachability tree (SRT) which tracks the possible signatures of the
system and where a set of markings with same mode is associated with each
vertex. From an algorithmic point of view, we show how to build an effective
representation of the SRT in exponential time even. While all these results hold
for possibly unbounded CPNs, we establish that for bounded CPNs inside the
leaves of the SRT (which correspond to the long-run behaviours), the CPN is
reversible. This corresponds to the presence of attractors in the case of bounded
discrete models. Indeed, while in general Petri nets, attractors may not exist,
as soon as the net is bounded, the reachability graph is finite and must have
finite terminal strongly connected components, which correspond to attractors.
Boundedness is a reasonable assumption in the application domains; indeed, reg-
ulation, signaling and other biological networks are mass/energy bounded. Note
that an efficient method for exhaustive attractor search via unfolding prefixes of
safe discrete Petri nets was presented in [7].
Organisation. In Section 2, we introduce continuous Petri nets and recall some
of their theoretical properties needed for developing our results. Then in Sec-
tion 3, we define transfinite firing sequences, their trajectory and signature and
establish several related results including the NP-completeness of the trajectory
problem. Afterwards in Section 4, we define the SRT and establish the reversibil-
ity inside its leafs and design the building of an effective representation. Finally
in Section 5, we conclude and give some perspectives to this work. Omitted
proofs can be found in the appendix of the technical report [13].

2 Continuous Petri nets

We will follow the terminology and notations of [14] and for some notions the
ones of [3, 12]. The omitted proofs of the results presented in this section can be
found in [12].
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Notations. Denote R+ ≜ [0,∞), I ≜ [0, 1], 0 ≜ (0, . . . , 0) ∈ Rn. Let v ∈ RX
+

where X is a finite set. Then [[v]] ≜ {x ∈ X | v[x] > 0} and will be called the
support of v.

2.1 Definitions and previous results

Syntactically, there is no difference between CPNs and ordinary Petri nets.

Definition 1 (Continuous Petri Net (CPN)). A net is a tuple
N = (P ,T ,Pre,Post), where:
– P a finite nonempty set of places;
– T is a finite set of transitions with P ∩ T = ∅;
– Pre (resp. Post) is the backward (resp. forward) P × T incidence matrix,

whose entries belong to N.

Notations. The incidence matrix of N is the matrix C ≜ Post−Pre. For p ∈ P ,
set •p ≜ {t ∈ T : Post(p, t) > 0} and p• ≜ {t ∈ T : Pre(p, t) > 0}. Dually, for
t ∈ T , set •t ≜ {p ∈ P : Pre(p, t) > 0} and t• ≜ {p ∈ P : Post(p, t) > 0}. If
x ∈ P ∪ T , write •x• ≜ •x ∪ x•. These notations are extended to sets of items:
•X ≜

⋃
x∈X

•x, X• ≜
⋃

x∈X x• and •X• ≜
⋃

x∈X
•x•. The reverse CPN is defined

by: N−1 ≜ (P ,T ,Post,Pre).

In a CPN, the marking of a place is a non negative real and a CPN allows a
fraction of a transition firing, scaling the quantities to be consumed and produced
accordingly.

Definition 2 (Marking, Marked CPN). A (continuous) marking m of a
CPN N is an item of RP

+. A marked CPN is a pair (N ,m0) where m0 is an
initial marking.

Definition 3 (Enabling, Firing). Let N be a CPN, m be a marking of N ,
and t ∈ T. Then:
1. enab(t ,m), the enabling degree of t in m, is defined by minp∈•t

m(p)
Pre(p,t) when

•t ̸= ∅, and ∞ otherwise. If enab(t ,m) > 0, one says that t is enabled in m.
2. For every t and α ∈ [0, enab(t ,m)] ∩ R, t can be α-fired in m, leading to a

new marking m′ given by: ∀ p ∈ P m′(p) ≜ m(p) + α ·C(p, t),

and we write m
αt−→N m′ (allowing null firings).

Notation. By analogy with Petri nets, we sometimes rewrite m
1t−→N m′ as

m
t−→N m′. Z ≜ R+ ×T denotes the set of firing steps. We denote by ω the first

infinite ordinal.

Definition 4. Let m0 be a marking, n ∈ N and σ = (αiti)i≤n be a finite se-
quence over Z. Then σ is a finite firing sequence from m0 if there exists a finite

sequence of markings (mi)i≤n+1 such that for all i ≤ n, mi
αiti−−→ mi+1. In that

case, write m0
σ−→N mn+1.
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Let σ = (αiti)i∈N be an infinite sequence over Z with
∑

i∈N αi < ∞. Then σ is
an infinite firing sequence from m0 if there exists a infinite family of markings

(mi)i≤ω such that (1) for all i ∈ N, mi
αiti−−→ mi+1 and (2) limi→∞ mi = mω.

In that case, write m0
σ−→N mω.

Observation and notations. The finiteness of
∑

i∈N αi ensures the existence

of limi→∞ mi. When there is no ambiguity about N , m
σ−→N m′ will simply

be denoted m
σ−→ m′. Sometimes we omit the final marking and write m

σ−→N
instead of m

σ−→N m′. Let σ = (αiti)i≤n be a finite sequence (resp. σ = (αiti)i∈N
be an infinite sequence such that

∑
i∈N αi < ∞). Then σ⃗ ∈ RT

+, the Parikh

vector of σ, is defined by σ⃗[t] ≜
∑

ti=t αi. Let m0
σ−→ m. Then the state equation

m = m0 +Cσ⃗ can be established by recurrence and possibly taking limits.

Definition 5. Let (N ,m0) be a marked CPN. Then:
The reachability set is defined by:

RS(N ,m0) ≜ {m : ∃ σ ∈ Z∗ m0
σ→ m}.

The lim-reachability set is defined by:
lim−RS(N ,m0) ≜ {m : ∃ σ ∈ Z∞ m0

σ→ m}.

Since the last stepm
αt−→ m′ of a finite firing sequence can be mimicked by the in-

finite firing sequencem
(2−nαt)n≥1−−−−−−−→ m′, we haveRS(N ,m0) ⊆ lim−RS(N ,m0).

However generally these two sets are different.
The next definitions and propositions are related to the main topic of our

study: given a marking m0, what are the transitions eventually firable in the
future, starting from m0?

Definition 6 (Firing set). The firing set of a marked CPN (N ,m0)

FS(N ,m0) ⊆ 2T is defined by: FS(N ,m0) ≜ {[[σ⃗]] | ∃ σ ∈ Z∗ ∃ m m0
σ→ m}.

The next propositions summarize key results about firing sets and their close
connexion with reachability and lim-reachability.

Proposition 1. Let N be a CPN and m, m′ be markings of N .
– If [[m]] ⊆ [[m′]] then FS(N ,m) ⊆ FS(N ,m′);
– FS(N ,m) is closed under union;

– if T ′ = {t1, . . . , tk} ∈ FS(N ,m0) then there exists a sequence m0
σ−→ m with

σ = α1tβ(1) . . . αktβ(k), β a permutation of {1, . . . , k}, αi > 0 for all i, and
[[m]] = [[m0]] ∪ •T ′•.

Definition 7. Let N be a CPN and m be a marking. Then TN ,m, the mode of

m in N is defined by: TN ,m ≜ {t ∈ T | ∃m σ−→N with t ∈ [[σ⃗]]}.

Notations and observations. The previous proposition implies that TN ,m is
both the maximal item of FS(N ,m) and the union of these items. When there
is no ambiguity about N , we will simply write Tm for TN ,m. Since the firing set
only depends on the support of the marking, Tm (resp. TN ,m, FS(N ,m)) can
also be denoted T[[m]] (resp. TN ,[[m]], FS(N , [[m]])).
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Proposition 2. Let N be a CPN, P ′ ⊆ P and T ′ ⊆ T . Then:
– one can check in polynomial time whether T ′ ∈ FS(N , P ′);
– one can compute in polynomial time TN ,P ′ .

The next theorems now establish a characterization of reachability and lim-
reachability. Observe that the latter one is obtained by dropping from the former
one Condition (3).

Theorem 1. Let (N ,m0) be a marked CPN and m be a marking.
Then m ∈ RS(N ,m0) iff there exists v ∈ RT

+ such that:
(1) m = m0 +C · v, (2) [[v]] ∈ FS(N ,m0), and (3) [[v]] ∈ FS(N−1,m).

When such a v exists, there exists a finite σ with σ⃗ = v and m0
σ−→ m.

The structure of an infinite firing sequence witnessing the membership in
lim−RS(N ,m0) was established in the proof but not stated in the previous
version of the following theorem.

Theorem 2. Let (N ,m0) be a marked CPN and m be a marking.
Then m ∈ lim−RS(N ,m0) iff there exists v ∈ RT

+ such that:
(1) m = m0 +C · v and (2) [[v]] ∈ FS(N ,m0).
Furthermore if m ∈ lim−RS(N ,m0), then there exist finite sequences σ0, σ1

such that m0
σ0−→ m1

(2−nσ1)n≥1−−−−−−−−→ m
with [[σ⃗0]] = [[σ⃗1]] = [[v]] and [[m0]] ∪ •[[σ⃗1]]

• = [[m1]].

Theorem 2 and its applications here motivate the following definition.

Definition 8. Let N be a CPN, m, m′ be markings and σ be a finite sequence.
Then σ′ = (2−nσ)n≥1 is a repetitive discounted sequence from m to m′ if

m
σ′

−→ m′ and •[[σ⃗]]• ⊆ [[m]].

The next lemma characterizes existence of repetitive discounted sequences.

Lemma 1. Let N be a CPN and m, m′ be two markings. Then there exists a
repetitive discounted sequence from m to m′ iff there exists v ∈ RT

+ such that:
m′ = m+C · v and •[[v]]• ⊆ [[m]].

Proof. The necessity of this condition follows immediately by defining v = σ⃗
when σ′ = (2−nσ)n≥1 is the repetitive discounted sequence.
Since •[[v]]• ⊆ [[m]], for all t ∈ [[v]], {t} ∈ TN ,[[m]] ∩ TN−1,[[m]] and by union
[[v]] ∈ TN ,[[m]] ∩ TN−1,[[m]].
For all n ≥ 0, let us introduce mn = 2−nm+ (1− 2−n)m′.
m0 = m and for all n ≥ 0, mn+1 = mn +C · 2−(n+1)v and [[mn]] = [[m]].

Using Theorem 1, there exists σ′′ such that m
σ′′

−−→ m1 = 2−1m + 2−1m′ with
σ⃗′′ = 1

2v. Thus for all n ≥ 0,

2−nm
2−nσ′′

−−−−→ 2−(n+1)m+ 2−(n+1)m′ implying in turn:

mn = (1−2−n)m′+2−nm
2−nσ′′

−−−−→ (1−2−n)m′+2−(n+1)m+2−(n+1)m′ = mn+1

So, with a slight abuse of notation, denoting σ = 2σ′′, one gets:m
(2−nσ)n≥1−−−−−−−→ m′.

⊓⊔
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2.2 Two motivating examples

Example 1. In figures, places are represented by circles with their initial mark-
ings inside, transitions by rectangles (each one with a label identifying it) and
Pre (resp. Post) specified by weighted edges entering (resp. leaving) transitions.
Consider the Petri net/CPN on the left hand side of Figure 1. It can be thought
of as describing an epidemics situation, in which persons are initially healthy
(p1) but prone to catch one of two mild diseases (p2 or p3). If carriers of both
diseases meet, a new and highly contagious syndrome (p4) may emerge, which
can spread in the populations of both p2 and p3. The reachability graph with
only three states is depicted in the center part of Figure 1, where the modes
are noted next to each node. The only terminal strongly connected components
(TSCCs), also called attractors in this context, are {p2} and {p3}. However using
the CPN firing rules we obtain the much richer dynamics. It can be checked that
While {p2} and {p3} remain attractors, a third one emerges in {p4}, showing
how the continuous dynamics may increase the set of attractors of a system (in
other circumstances, attractors may lose that status, merge etc).

•
p1

t1 t2

p2 p3

t3 t4 t5

p4

{p1}

{p2}

{p3}

•
p1

2

t1 t2

p2

•
p3

t3

Fig. 1. A CPN/Petri net (left), its reachability graph (center) and another CPN (right).

Example 2. Let us examine the CPN on the right of Figure 1. In natural systems,
such a structure may correspond to a subsystem spanned by p2 and p3 that is
reversible as long as some amount of ressource p1 is available, but stops when p1
is depleted by a decay process. Let us examine the sequence of modes visited by
a firing sequence σ. If σ is a finite sequence then p1 remains marked along the
sequence; thus the single visited mode is T . For σ = (2−nt1)n≥1, the marking
reached by this infinite sequence is 1p3, and the corresponding sequence of modes
is {t3}. The marking 1p2 with associated mode ∅ is reachable from 1p3 in one step
(by firing 1t3). It is possible to reach 1p2 with σ = (2−nt12

−nt3)n≥1. However
the sequence of modes of this infinite sequence is T∅. In fact, no finite or infinite
sequence of firings fromm0 will produce the sequence of modes T{t3}∅. However,
if we introduce transfinite sequences (i.e. indexed by ordinals instead of integers)



8

then the sequence σ = (2−nt1)n≥11t3, where the last transition firing is indexed
by ordinal ω, yields the sequence of modes T{t3}∅. This example motivates what
will be introduced in the next section.

3 Signatures and trajectories

In the following, we lift the representation level to abstract away from the indi-
vidual continuous markings. The key step is to shift attention from a marking
m to its mode Tm (i.e. the transitions still fireable in the future).

Notation. Let κ be a countable ordinal (i.e. an ordinal with countable car-
dinality). Then σ = (αιtι)ι<κ, where for all ι, (αιtι) ∈ Z, is a κ-transfinite
sequence. Let σ = (αιtι)ι<κ be a κ-transfinite sequence and ι < ι′ ≤ κ. Then
σι,ι′ = (αι′′tι′′)ι≤ι′′<ι′ .

Definition 9. Let m0 be a marking, κ be a countable ordinal and σ = (αιtι)ι<κ

be a κ-transfinite sequence over Z. Then σ is a firing sequence from m0, denoted
m0

σ−→ mκ, iff there exists a transfinite family of markings (mι)ι≤κ such that:

– for all ι < κ, mι
αιtι−−→ mι+1;

– for all limit ordinals κ′ ≤ κ, limι<κ′ mι = mκ′ ;
–

∑
ι<κ αι < ∞.

Notation. In the sequel, σ, a κ-transfinite firing sequence, will be denoted by
the pair σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩, and as usual the firing relation will be denoted

by m0
σ−→ mκ.

Definition 10. Let (N ,m0) be a marked CPN. Then the trans-reachability set
is defined by:
trans−RS(N ,m0) ≜ {m | ∃ σ κ-transfinite sequence such that m0

σ→ m}.

The following proposition and its corollary establish that trans-reachability is
equivalent to lim-reachability. Generalizing the case of infinite firing sequences,
the Parikh vector of σ is defined by σ⃗[t ] ≜

∑
tι=t αι.

Proposition 3. Let (N ,m0) be a marked CPN and σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩
be a κ-transfinite firing sequence. Then :

(1) mκ = m0 +C · σ⃗ and (2) [[σ⃗]] ∈ FS(N ,m0).

Proof. We proceed by induction on ordinals.
Case 1: κ = κ′+1. Thus mκ = mκ′ +ακ′C(tκ′). By induction, mκ′ = m0+C ·
σ⃗0,κ′ . Thusmκ = m0+C·σ⃗0,κ. Since σ⃗0,κ′ ∈ FS(N ,m0), applying Proposition 1,

there exists a finite sequence m0
σ′

−→ m′ with σ⃗′ = σ⃗0,κ′ and [[m′]] = [[m0]]∪ •⃗σ′•

implying [[mκ′ ]] ⊆ [[m′]]. Thus there exists some α > 0 such thatm′ αtκ′−−−→ ,which
entails that [[σ⃗0,κ]] ∈ FS(N ,m0).
Case 2: κ is a limit ordinal. Since T is finite, there exists an ordinal κ′ < κ
with [[σ⃗0,κ′ ]] = [[σ⃗0,κ]]. Applying the induction hypothesis, [[σ⃗0,κ]] ∈ FS(N ,m0).
Let ε > 0. Since

∑
ι<κ αι < ∞, there exists some κε < κ such that for all

κε ≤ κ′ < κ
∑

κ′≤ι<κ αι ≤ ε. Let B = max(Pre(p, t),Post(p, t) | p ∈ P, t ∈ T ).
Then for all κε ≤ κ′ < κ:
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– by induction, mκ′ = m0 +C · σ⃗0,κ′ ;
– and so ∥mκ′ −m0 +C · σ⃗0,κ∥ ≤ Bε.

Since mκ = limκ′<κ mκ′ , this implies that ∥mκ −m0 +C · σ⃗0,κ∥ ≤ Bε.
Letting ε go to 0, one gets that mκ = m0 +C · σ⃗0,κ. ⊓⊔

Combining Proposition 3 with Theorem 2, we obtain the following corollary
which generalizes the case of infinite firing sequences.

Corollary 1. Let (N ,m0) be a marked CPN and σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩ a
κ-transfinite firing sequence. Then there exist finite sequences σ0, σ1 such that

m0
σ0−→ m1

(2−nσ1)n≥1−−−−−−−−→ mκ with [[σ⃗0]]=[[σ⃗1]]=[[σ⃗]] and [[m0]]∪ •[[σ⃗1]]
•=[[m1]].

As shown by the next proposition, along a transfinite firing sequence the
modes associated with the visited markings are non increasing.

Proposition 4. Let (N ,m0) be a marked CPN and σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩
be a κ-transfinite firing sequence. Then for all ι < ι′, Tmι′ ⊆ Tmι .

Proof. We proceed by a transfinite induction with nothing to prove for κ = 0.

Case 1: κ = κ′ + 1. Thus mκ′
ακ′ tκ′−−−−→ mκ which implies that every transition

eventually fireable from mκ is also eventually fireable from mκ′ . So Tmκ
⊆ Tmκ′ .

Case 2: κ is a limit ordinal. Since mκ = limι<κ mι, there exists some κ0 such
that for all κ0 ≤ κ′ < κ, [[mκ]] ⊆ [[mκ′ ]]. So Tmκ

= T[[mκ]] ⊆ T[[mκ′ ]] = Tmκ′ .
Thus given an arbitrary κ′′ < κ, either κ′′ ≥ κ0 and the result is established or
κ′′ < κ0 which implies by induction that Tmκ′′ ⊇ Tmκ0

⊇ Tmκ
. ⊓⊔

So along a transfinite firing sequence the mode of the visited markings may
only decrease a finite number of times. We aim at tracking these changes of mode
and so we introduce some useful abstractions for a sequence.

Definition 11. Let (N ,m0) be a marked CPN and σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩ be
a κ-transfinite firing sequence.
– The leaps of σ are those ordinals ι0 < . . . < ιk with k ≤ |T | inductively

defined by ι0 = 0 and if ιℓ exists and Tmιℓ
̸= Tmκ

then ιℓ+1 exists and
ιℓ+1 = min(ι > ιℓ | Tmι ̸= Tmιℓ

);
– the signature of σ, sig(σ), is the pair ((mιi)i≤k,mκ);
– the abstract signature of σ, asig(σ), is the pair ((Tmιi

)i≤k,mκ);
– the trajectory of σ, traj (σ), is (Tmιi

)i≤k.

Notation. Let T be a set. Then the set of possible trajectories Traj (T ) ≜
{(Ti)i≤k | ∀i < k Ti+1 ⊊ Ti ⊆ T}. By a slight abuse of notations, the markings
mιℓ will also be called leaps of σ.

The next proposition shows that given a signature of a transfinite firing
sequence, there exists another transfinite firing sequence of ordinal less than ω2

with same signature. Furthermore this sequence has a special shape.
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Proposition 5. Let (N ,m0) be a marked CPN and σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩ be
a κ-transfinite firing sequence with k+1 leaps. Then there exist finite sequences
σ0,0, σ0,1,. . ., σk,0, σk,1 such that:

– for all i ≤ k, mi,0
σi,0−−→ mi,1

(2−nσi,1)n≥1−−−−−−−−→ mi+1,0

with m0,0 = m0 and mk+1,0 = mκ;
– [[σ⃗i,0]] = [[σ⃗i,1]] and [[mi,0]] ∪ •[[σ⃗i,1]]

• = [[mi,1]];
– sig(σ′) = sig(σ) with σ′ = (σi,0(2

−nσi,1)n≥1)i≤k,
being a (k + 1)ω-transfinite sequence;

– the leaps of σ′ are 0, ω, 2ω, . . . , kω.

Proof. We establish the result by recurrence on k.
Basis case k = 0. This case corresponds to the situation where m0

σ−→ m with
Tm = Tm0

. Applying Corollary 1, there there exist finite sequences σ0, σ1 such

that m0
σ0−→ m1

(2−nσ1)n≥1−−−−−−−−→ mκ with [[σ⃗0]] = [[σ⃗1]] = [[σ⃗]] and [[m0]]∪ •[[σ⃗1]]
• =

[[m1]]. Let σ
′ = σ0(2

−nσ1)n≥1 and consider an arbitrary marking m′ visited by
σ′. Since the modes are non increasing Tm′ ⊇ Tm and so there is no leaps other
than m0 in σ′ which establishes this case.
Inductive case. Let σ = ⟨(αιtι)ι<κ, (mι)ι≤κ⟩ be a transfinite firing sequence
with signature ((mιi)i≤k,mκ). Let σ = σ1σ2 where σ1 leads from m0 to mι1

(the second leap of σ) and σ2 leads from mι1 to m. By hypothesis of recurrence
there exist finite sequences σ1,0, σ1,1,. . ., σk,0, σk,1 fulfilling the properties of the
proposition w.r.t. σ2. Applying Corollary 1, there there exist finite sequences

σ′
0, σ

′
1 such that m0

σ′
0−→ m1

(2−nσ′
1)n≥1−−−−−−−−→ mι1 with [[σ⃗0]] = [[σ⃗′

1]] = [[σ⃗1]] and
[[m0]] ∪ •[[σ⃗1]]

• = [[m1]]. Let σ′ = σ′
0(2

−nσ′
1)n≥1. Since [[m0]] ⊆ [[m1]], Tm1 =

Tm0

For i ≥ 1, let m1,i be the marking reached by the sequence σ′
0(2

−nσ′
1)1≤n≤i.

Observe that m1,i is a convex combination of m1 and mι1 with non null coef-
ficients. So [[m1]] ⊆ [[m1,i]] which implies that Tm1,i = Tm1 = Tm0 . For any
arbitrary marking m′ ̸= mι1 visited by σ′, there exists some m1,i visited later
and so Tm′ ⊇ Tm1,i

= Tm0
. So the only leaps of σ′ are m0 and mι1 which con-

cludes the proof. ⊓⊔

If we only consider modes and omit visited markings that we will tackle in
the next section, the existence of a trajectory is a central issue.

Definition 12. The trajectory problem takes as input a marked CPN (N ,m0)
and a trajectory τ ∈ Traj(T ) and checks whether there exists σ a transfinite
firing sequence of (N ,m0) such that traj(σ) = τ .

Proposition 6. The trajectory problem is NP-complete.

Proof. The proof of the hardness part is presented in the appendix. For the
membership in NP, let us consider a marked CPN (N ,m0) and a sequence
τ = T0 . . . TK ∈ Traj(T ) with T0 = Tm0

.

The non deterministic procedure, denoted A, relies on the existence of the special
shape (provided by Proposition 5) of the possibly transfinite firing sequence with



11

associated trajectory τ ,

m0 = m0,0
σ0,0−−→ m0,1

(2−nσ0,1)n≥1−−−−−−−−−→ m1,0
σ1,0−−→ · · ·

· · ·
(2−nσK−2,1)n≥1−−−−−−−−−−−→ mK−1,0

σK−1,0−−−−→ mK−1,1
(2−nσK−1,1)n≥1−−−−−−−−−−−→ mK,0

i.e., such that for all i < K:
– [[σ⃗i,0]] = [[σ⃗i,0]] and [[mi,0]] ∪ •[[σ⃗i,1]]

• = [[mi,1]];
– Ti = T[[mi,0]] = T[[mi,1]];
– and TK = T[[mK,0]].

• A first guesses (in polynomial time) a sequence of subset of transitions (Xi)i<K

and a sequence of subsets of places (Pi,0, Pi,1)0<i<KPK,0 with P0,0 = [[m0]].

• Then A checks whether for all i < K Pi,0 ∪ •Xi
• = Pi,1.

• Afterwards A checks (in polynomial time due to Proposition 1) whether for
all i < K, TPi,0

= TPi,1
= Ti, and TPK,0

= TK .

• Then A checks the qualitative conditions of reachability and lim-reachability
characterizations (see Theorems 1 and 2) : for all i < K, Xi ∈ FS(N , Pi,0) ∩
FS(N−1, Pi,1). Since FS(N , Pi,0) ⊆ FS(N , Pi,1), there is no need to check
whether Xi ∈ FS(N , Pi,1). Again due to Proposition 1, these tests are per-
formed in polynomial time.

• If the previous checks are successful, A builds the following linear program
(including implicit strict inequalities due to the conditions about the supports)
related to the quantitative conditions of reachability and lim-reachability charac-
terizations where the (positive) variables are the components of the set of mark-
ings {mi,j}i<K,j∈{0,1} ∪ {mK,0} and the set of Parikh vectors {vi,j}i<K,j∈{0,1}:

m0,0 = m0 ∧
∧

0≤i<K

mi,1 = mi,0 +C · vi,0

∧
∧

0≤i<K

mi+1,0 = mi,1 +C · vi,1

∧
∧

0≤i<K,j∈{0,1}

[[mi,j ]] = Pi,j ∧ [[vi,j ]] = Xi

Here and later on, an equation like [[vi,j ]] = Xi is an abbreviation for:∧
t∈Xi

vi,j [t] > 0 ∧
∧

t∈T\Xi
vi,j [t] = 0.

Then A checks in polynomial time if this linear program is satisfiable. ⊓⊔

4 A symbolic reachability tree

In Examples 1 and 2 above, we have used an abstraction approach that lumps to-
gether markings having the same set of eventually firable transitions into modes.
Here, we will formalize the associated semantics in the form of symbolic reacha-
bility trees, introduced in Subsection 4.1. In Subsection 4.2, the “reversibility” of
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the leaves of these trees will be established, using linear algebra theory. Finally
we develop a construction of an effective representation of symbolic reachability
trees in Subsection 4.3.

4.1 Definition

The aim of the symbolic reachability tree (SRT) that we will build is to rep-
resent in an effective way all the abstract signatures of κ-transfinite sequences
of a marked CPN. By effective we mean that we can check not only whether a
potential abstract signature exists, but also for inclusion or equality of the sets
of abstract signatures of two CPNs.

In order to define an appropriate SRT, we first introduce the abstract reach-
ability graph. Since the mode of a marking only depends on its support, the
abstract reachability graph tracks the possible evolution of the supports of reach-
able markings. Therefore, the vertices of this graph are the subsets of P . Let us
summarize some of the results of the previous section that guide us for the
construction of the edges of this graph:
– For m

σ−→ m′, a transfinite firing sequence with Tm′ = Tm, there exists an

infinite firing sequence σ′ with m
σ′

−→ m′ implying [[σ⃗′]] ∈ FS(N , [[m]]);

– For m
σ−→ m′, a transfinite firing sequence whose only leaps are the initial

and final markings, there exist a finite sequence sequence σ0 and a repeated

discounted firing sequence (2−nσ1)n≥1 with m
σ0−→ m1

(2−nσ1)n≥1−−−−−−−−→ m′,
[[σ⃗0]] = [[σ⃗1]] = [[σ⃗]] and [[m1]] = [[m0]] ∪ •[[σ⃗1]]

•. The leaps of this al-
ternative firing sequence are also the initial and final markings.

Thus there will be two kinds of edges from P ′ to P ′′ ̸= P ′ in our graph. When
TP ′′ = TP ′ , there is an anonymous edge from P ′ to P ′′ if there exists a set of
transitions T ′ with T ′ ∈ FS(N , P ′) and P ′′ ⊆ P ′ ∪ T ′•, since those are the only
places that may be marked after the firing of an infinite sequence whose support
is T ′ and P ′ \ •T ′ ⊆ P ′′ since these places remain marked after such a firing.
When P ′′ ⊊ P and TP ′′ ⊊ TP ′ there is an edge labelled by some T ′ ⊆ T with
(1) •T ′• ⊆ P ′ and (2) P ′ \ •T ′ ⊆ P ′′. Here, (1) is a necessary condition for the
existence of a repeated discounted firing sequence described in Lemma 1, and
(2) is a necessary condition ensuring that the support of the target marking is
P ′′. This kind of edges is called border edges. Omitting labels for anonymous
edges will be justified during the description of the SRT.

Definition 13 (Abstract reachability graph). Let N be a CPN. Then its
abstract reachability graph ARG(N ) = (V,E) is defined as follows:
– V = 2P is its set of vertices;
– For all P ′ ̸= P ′′ ⊆ P with TP ′ = TP ′′ , P ′ → P ′′ is an edge of E iff

there exists T ′ ⊆ T such that:
(1) T ′ ∈ FS(N , P ′) and (2) P ′ \ •T ′ ⊆ P ′′ ⊆ P ′ ∪ T ′•.

– For all T ′ ⊆ T, P ′′ ⊊ P ′ ⊆ P, TP ′′ ⊊ TP ′ , P ′ T ′

−→ P ′′ is an edge of E iff:
(1) •T ′• ⊆ P ′ and (2) P ′ \ •T ′ ⊆ P ′′.
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Let (N ,m0) be a marked CPN. Then its abstract reachability graph ARG(N ,m0)
is the restriction of ARG(N ) to the vertices reachable from [[m0]].

Lemma 2. The reflexive closure of →, the anonymous relation of ARG(N ),
denoted →∗ is transitive.

Proof. Let P1 → P2 → P3 with P3 ̸= P1. So for i ∈ {1, 2}, there exists Ti with
Ti ∈ FS(N , Pi) and Pi \ •Ti ⊆ Pi+1 ⊆ Pi ∪ Ti

•. Let T ′ = T1 ∪ T2. Then:
P1 \ •T ′ = (P1 \ •T1)\ •T2 ⊆ P2 \ •T2 ⊆ P3 ⊆ P2∪T2

• ⊆ P1∪T1
•∪T2

• = P1∪T ′•.
Pick an arbitrary marking m with [[m]] = P ′. Applying Proposition 1, there

exists m
σ−→ m′ with [[σ⃗]] = T1 and [[m′]] = [[m]] ∪ •T1

•.

Thus [[m′]] ⊇ P2. Since T2 ∈ FS(N , P2) there exists m′ σ′

−→ with [[σ⃗]] = T2.

So m
σσ′

−−→ implying T ′ ∈ FS(N , P1). Thus P1 → P3. ⊓⊔

The next definitions show how to define the acceptance of a signature of a
transfinite firing sequence by the ARG.

Definition 14. Let (N ,m0) be a marked CPN, s = (P−
i

Xi−−→ P+
i )0<i≤k a se-

quence of border edges of ARG(N ,m0) and Pf ⊆ P . Then the pair (s, Pf ) is a
symbolic path of ARG(N ,m0) if [[m0]] →∗ Pf when s = ε, and s ̸= ε implies

– [[m0]] →∗ P−
1 and P+

k →∗ Pf ;
– for all 0 < i < k, P+

i →∗ P−
i+1.

Definition 15. Let (N ,m0) be a marked CPN, (s, Pf ) be a symbolic path of

ARG(N ,m0) with s = (P−
i

Xi−−→ P+
i )0<i≤k and σ be a transfinite firing sequence

with sig(σ) = ((mi)i≤k,mf ). Then sig(σ) is accepted by (s, Pf ) if for all i ≤ k,
P+
i = [[mi]] and Pf = [[mf ]].

Example 3. Figure 2 depicts a marked CPN (N ,m0) and its abstract reach-
ability graph. The anonymous edges are represented by single lines, border
edges by double lines. For border edges labelled by T ′, we omit the brack-

ets defining T ′ (e.g., {t1, t2} is shown as t1, t2). Let σ = m0
t1t2−−→ 0 a fir-

ing sequence with sig(σ) = (m0 1p2 0,0), and the following symbolic path

in ARG(N ,m0): c = ({p1}
t1−→ {p2} {p2}

t2−→ ∅, ∅); c accepts sig(σ). For fir-

ing sequence σ′ = m0
(2−nt12

−nt2)n≥1−−−−−−−−−−−→ 0 with sig(σ′) = (m0 0,0), take pair:

c′ = ({p1, p2}
{t1,t2}−−−−→ ∅, ∅) in ARG(N ,m0). Since {p1} →∗ {p1, p2}, c′ accepts

sig(σ′). Figure 3 depicts another marked CPN (N ′,m′
0) and its abstract reacha-

bility graph. Consider the symbolic path in ARG(N ′,m′
0): c

′′ = ({p1, p2}
{t1,t2}−−−−→

∅, ∅). The abstract reachability graph does not depend on the exact weights of
the net. Here, if x = 1, then no signature of a firing sequence will be accepted
by c′′ since for all lim-reachable marking ms, ∥m∥1 ≜ m(p1) +m(p2) = 1. On

the other hand, if x = 2, then σ′′ = m0

1
4 t1−−→ m1

(2−n( 1
2 t11t2

1
4 t1))n≥1−−−−−−−−−−−−−−→ 0 with

m1 = 1
2p1 +

1
4p2 fulfills sig(σ′′) = (m0 0,0).
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•
p1 t1 p2 t2

p1 p1, p2

∅p2

t1 t1

t2

t1, t2

Fig. 2. A marked CPN and its ARG.

t1

p1 •

p2

t2
x

p1 p1, p2

∅

p2

t1, t2

Fig. 3. Another marked CPN and its ARG.

{m | 0 < m(p1) ∧m(p1) +m(p2) ≤ 1}
r

v1 v2

v3v21v11

{m | m(p1) = 0 ∧ 0 < m(p2) ≤ 1} {m | m(p1) = 0 ∧ 0 < m(p2) ≤ 1}

{0}{0} {0}

{p1} t1 {p2} {p1, p2} t1 {p2}

{p2} t2 ∅ {p2} t2 ∅ {p1, p2} {t1, t2} ∅

Fig. 4. The symbolic reachability tree of the marked CPN of Figure 2.

The next proposition shows that the ARG accepts the signatures of all trans-
finite firing sequences (but possibly more as illustrated by the CPN of Figure 3).
Its proof is an immediate consequence of the definition of the edges as discussed
above.

Proposition 7. Let (N ,m0) be a marked CPN and σ be a transfinite firing
sequence for (N ,m0). Then there exists a symbolic path (s, Pf ) of ARG(N ,m0)
such that sig(σ) is accepted by (s, Pf ).

In order to take into account the markings while building the SRT, we intro-
duce two operators on sets of markings of CPN.

Definition 16. Let N be a CPN and R be a set of markings. Then:
closure(R) = {m′ | ∃m ∈ R [[m]] →∗ [[m′]] ∧m′ ∈ lim−RS(N ,m)}.
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Let tr = P ′ T ′

−→ P ′′ be a border edge of ARG(N ). Then succ(tr, R) is:

{m′ | ∃m
(2−nσ)n≥1−−−−−−−→ m′ ∧m ∈ R ∧ [[m]] = P ′ ∧ [[m′]] = P ′′ ∧ [[σ⃗]] = T ′}.

We are now in a position to define the symbolic reachability tree which will
keep track of the abstract signatures of a marked CPN.

Definition 17 (Symbolic reachability tree). Let (N ,m0) be a marked CPN.
The symbolic reachability tree SRT (N ,m0), of (N ,m0) is a directed tree whose
vertices v are labelled by a non empty set of markings Rv and their common mode
Tv, and edges are labelled by border edges of ARG(N ,m0), inductively defined
by:
– The root r is labelled by Tr = Tm0 and Rr = closure({m0}).
– Let v be a vertex labelled by Tv and Rv. For all border edge tr = P ′ T ′

−→ P ′′

such that succ(tr, Rv) ̸= ∅ there is a vertex v′ and an edge v
tr−→ v′ with

Tv′ = TP ′′ and Rv′ = closure(succ(tr, Rv)).

This tree is finite with depth at most T since every vertex has a finite number
of children with their mode strictly included in the mode of their father.

Example 4. In the examples of SRTs we only represent the set of markings la-
belling a vertex omitting their common mode. The SRT of the CPN of Figure 2
is depicted in Figure 4. The set of markings associated with the root are the
lim-reachable markings such that p1 remains marked. Using the border edge

P
{t1}−−−→ {p2}, one reaches the vertex v2 whose set of markings is such that p1 is

unmarked and p2 is marked, and thus their common mode is {t2}. Via the border

edge P
{t1,t2}−−−−→ ∅, one reaches the vertex v3 whose set of markings is the null

marking with ∅ as mode. Observe that some vertices have the same set of mark-
ings and could be merged, thus producing a directed acyclic graph. The SRT of
the CPN of Figure 3 when x = 2 is depicted in Figure 5. The set of markings
associated with the root are those lim-reachable markings for which either p1 or
p2 remains marked; hence their common mode is T . This set is characterized by

the inequalities 0 < m(p1) + 2m(p2) ≤ 1. Using the border edge P
{t1,t2}−−−−→ ∅,

one creates the vertex v1, whose set of markings is the null marking, with ∅ as
mode.

The next two propositions establish that the SRT exactly captures the sig-
natures of the CPN.

{m | 0 < m(p1) + 2m(p2) ≤ 1} {0}r v1
{p1, p2} {t1, t2} ∅

Fig. 5. The symbolic reachability tree of the marked CPN of Figure 3 when x = 2.
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Proposition 8. Let (N ,m0) be a marked CPN and σ be a κ-transfinite firing

sequence with sig(σ) = ((mi)i≤k,mκ). Then there exists a path ρ = r
tr1−−→

v1
tr2−−→ · · · trk−−→ vk in SRT (N ,m0) such that: ∀1 ≤ i ≤ k mi ∈ Rvi ∧mκ ∈ Rvk .

Proof. Due to Proposition 5, there exist finite (possibly null) sequences σ0,0,
σ0,1, . . ., σk,0, σk,1 with 0 ≤ k ≤ |T | such that:

– for all i ≤ k, mi,0
σi,0−−→ mi,1

(2−nσi,1)n≥1−−−−−−−−→ mi+1,0 with m0,0 = m0 and
mk+1,0 = mκ;

– [[σ⃗i,0]] = [[σ⃗i,1]] and [[mi,0]] ∪ •[[σ⃗i,1]]
• ⊆ [[mi,1]];

– sig(σ′) = sig(σ), where σ′ = (σi,0(2
−nσi,1)n≥1)i≤k

is a finite-length (k + 1)ω-transfinite sequence;
– the leaps of σ′ are 0, ω, 2ω, . . . , kω.

When Tmκ = Tm0 , by definition of Rr = closure(m0), one has mκ ∈ Rr since
mκ is lim-reachable from m0; thus ρ consists only of r.

Otherwise we build ρ in an inductive way. Note that Tm0,1 = Tm0 , and sincem0,1

is reachable from m0, also m0,1 ∈ Rr. Define P ′ = [[m0,1]], P
′′ = [[m1,0]] and

X = [[σ0,1]]. Note that tr1 = P ′ X−→ P ′′ is a border edge of ARG(N ,m0) and
m1,0 ∈ succ(tr1, Rr). Thus succ(tr1, Rr) ̸= ∅, and there is a vertex v1 and a tran-

sition r
tr1−−→ v1 with m1,0 ∈ succ(tr1, Rr) and m1,1 ∈ closure(succ(tr1, Rr)) =

Rv1 .

By induction hypothesis, one gets a path r
tr1−−→ v1 · · ·

trk−−→ vk such that for all
1 ≤ i ≤ k, mi,0 ∈ Rvi . Since mκ = mk+1,0 is lim-reachable from mk,0 and
Tmκ

= Tmk,0
, we have mκ ∈ Rvk , which concludes the proof. ⊓⊔

Proposition 9. Let (N ,m0) be a marked CPN, ρ be a path r = v0
tr1−−→ v1

tr2−−→
· · · trk−−→ vk in SRT (N ,m0) and mκ ∈ Rvk

. Then there exists a transfinite firing
sequence σ with sig(σ) = ((mi)i≤k,mκ). such that: ∀1 ≤ i ≤ k mi ∈ Rvi .

Proof. We build σ by induction. When k = 0, mκ ∈ Rv0 . By definition of Rv0 ,

there exists a infinite firing sequence m0
σ−→ mκ and Tmκ

= Tm0
which implies

that the signature of σ is (m0,mκ).

Assume now that k > 0. Then there exists a border edge trk = P ′ X−→ P ′′ and
a marking mk ∈ succ(tr, Rvk−1

) such that [[mk]] = P ′′ and mκ is lim-reachable
from mk and Tmκ

= Tmk
.

Since mk ∈ succ(tr, Rvk−1
), there exists m−

k ∈ Rvk−1
such that [[m−

k ]] = P ′, and

σ is a repeated discounted sequence with [[σ⃗]] = X and m−
k

σ−→ mk.
By induction hypothesis, we obtain a transfinite firing sequence from m−

1 ∈ Rr

to mκ, and thus a transfinite firing sequence from m0 to mκ such that its leaps
are m0,m1, . . . ,mk as required by the proposition. ⊓⊔

4.2 Terminal components of the SRT for bounded CPNs

As for marked Petri nets, a marked CPN is bounded if there exists a bound
B ∈ N such that for all reachable markings m, ∥m∥∞ ≤ B. There is a useful
characterization of (un)boundedness for marked CPN via linear programming.
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Theorem 3 ([12]). Let (N ,m0) be a marked CPN. Then (N ,m0) is unbounded
iff there exists v ∈ RT

+ such that (1) C · v ⪈ 0 and (2) [[v]] ⊆ Tm0
.

Consider m a marking belonging to a strongly connected component (SCC)
of the reachability graph of a bounded Petri net. Then for all m′ reachable from
m, m is reachable from m′. This property, which is called reversibility and whose
proof follows from the definition of SCCs, is of crucial importance in biological
applications (characterization of phenotypes, etc).

Notation. A terminal component of the SRT is the set of markings associated
with a leaf of the SRT. Observe that by definition of the SRT for all m, m′ in
a terminal component, Tm = Tm′ .

Here we establish reversibility inside terminal components of the SRT of a
bounded marked CPN. In the context of CPNs, reversibility can be stated as
follows: Let m be a marking of a terminal SRT component and m′ be lim-
reachable from m, then m is lim-reachable from m′. To prove this, let us recall
the following proposition from linear programming theory about duality.

Proposition 10. Let A be a real matrix of dimension K × L and 1 ≤ k ≤ K.
Then the following statements are equivalent:
– ∃v ∈ RK

+ v ·A ≤ 0 ∧ v[k] > 0
– ̸ ∃w ∈ RL

+ A ·w ≥ 0 ∧ (A ·w)[k] > 0

Let us consider B = −At with dimension of A being now L ×K. Then we
get another formulation for the duality property obtained by combining trans-
position and additive inversion.

Proposition 11. Let B be a real matrix of dimension L ×K and 1 ≤ k ≤ K.
Then the following statements are equivalent:
– ∃v ∈ RK

+ B · v ≥ 0 ∧ v[k] > 0
– ̸ ∃w ∈ RL

+ w ·B ≤ 0 ∧ (w ·B)[k] < 0

Using Proposition 10, one can reformulate the characterization of the bound-
edness of a marked CPN stated by Theorem 3.
Notation. Let N be a CPN, C be its incidence matrix and T ′ ⊆ T . Then CT ′

denotes C reduced to the columns of T ′.

Theorem 4. Let (N ,m0) be a marked CPN. Then (N ,m0) is bounded iff there
exists w ∈ RP

+ such that w ·CTm0
≤ 0 ∧ [[w]] = P .

Proof. Let us recall the characterization of Theorem 3. (N ,m0) is bounded iff
there does not exist v ∈ RT

+ such that C · v ⪈ 0 and [[v]] ⊆ Tm0
, which

is equivalent to the assertion that there does not exist v ∈ RTm0
+ such that

CTm0
· v ⪈ 0. This is also equivalent to: “For all p ∈ P , there does not exist

v ∈ RTm0
+ such that CTm0

· v ≥ 0 ∧ (CTm0
· v)[p] > 0.”

Applying Proposition 10, this is also equivalent to the following statement:
“For all p ∈ P , there exists wp ∈ RP

+ such that wp ·CTm0
≤ 0 ∧w[p] > 0.”

Setting w =
∑

p∈P wp, this is equivalent to:

There exists w ∈ RP
+ such that w ·CTm0

≤ 0 ∧ [[w]] = P . ⊓⊔
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The next lemma implies that, starting from a marking of a terminal compo-
nent, the inequality of Theorem 4 is in fact an equality; that will be stated by
Theorem 5 below.

Lemma 3. Let (N ,m0) be a bounded marked CPN such that for all m ∈
lim−RS(N ,m0), Tm = Tm0

. There does not exist w ∈ RP
+ such that:

w ·CTm0
⪇ 0.

Proof. Due to Proposition 1, there exists m1 ∈ RS(N ,m0) such that,
for all p ∈ •Tm0

, m1(p) > 0. Thus for all t ∈ Tm0
, {t} ∈ FS(N ,m1).

Since FS(N ,m1) is closed under union, any subset of Tm0
belongs to FS(N ,m1).

Hence lim−RS(N ,m1) = {m ∈ RP
+ | ∃v ∈ RTm0

+ ∧m = m1 +CTm0
· v}.

Assume by contradiction that there exists w ∈ RP
+ and t ∈ Tm0

such that:
w ·CTm0

≤ 0 and (w ·CTm0
)[t] < 0.

Let α = sup(v[t] | v ∈ RTm0
+ ∧ m1 + CTm0

· v ≥ 0). Since w · CTm0
≤ 0 and

(w ·CTm0
)[t] < 0, α is finite. Due to linear programming theory,

there is some v such that m1+CTm0
·v ≥ 0 and v[t] = α. Let m = m1+CTm0

·v.
Then m ∈ lim−RS(N ,m1) ⊆ lim−RS(N ,m0) and t /∈ Tm, a contradiction. ⊓⊔

Theorem 5. Let (N ,m0) be a bounded marked CPN such that Tm = Tm0
for

all m ∈ lim−RS(N ,m0). Then there exists w ∈ RP
+: w ·CTm0

= 0 ∧ [[w]] = P .

Proof. Since (N ,m0) is bounded, there exists w ∈ RP
+ such that w ·CTm0

≤ 0
and [[w]] = P . By Lemma 3, there is no w such that w ·CTm0

⪇ 0.
Hence w ·CTm0

= 0. ⊓⊔

Let m0 be a marking of a terminal component of the SRT of a bounded
marked CPN. While Theorem 5 states that, when restricted to Tm0

, there is a
place invariant whose support is P , one has by the following theorem that there
is a transition invariant whose support is Tm0

.

Theorem 6. Let (N ,m0) be a bounded marked CPN such that for all m ∈
lim−RS(N ,m0), Tm = Tm0 . Then there exists v ∈ RT

+ such that CTm0
· v =

0 ∧ [[v]] = Tm0
.

Proof. Let t ∈ Tm0
. Lemma 3 implies that there does not exist w ∈ RP

+ such
that w ·CTm0

≤ 0 and (w ·CTm0
)[t] < 0. Applying Proposition 11, there exists vt

such that CTm0
·vt ≥ 0 and vt[t] > 0. Let v =

∑
t∈Tm0

vt. Then CTm0
·v ≥ 0 and

[[v]] = Tm0 . If CTm0
·v ⪈ 0 then, due to Theorem 3, CTm0

would be unbounded,
a contradiction. So CTm0

· v = 0. ⊓⊔

The next theorem establishes reversibility inside terminal components of the
SRT of a bounded marked CPN.

Theorem 7. Let (N ,m0) be a bounded marked CPN such that for all m ∈
lim−RS(N ,m0), Tm = Tm0 . Then for all m ∈ lim−RS(N ,m0),
lim−RS(N ,m) = lim−RS(N ,m0).
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Proof. Letm be an arbitrary marking in lim−RS(N ,m0), there exists v ∈ RTm0
+

such that m = m0 + CTm0
· v. Due to Theorem 6, there exists v′ ∈ RT

+ such
that CTm0

· v′ = 0 ∧ [[v′]] = Tm0 .

There exists some n ∈ N such that for all t ∈ Tm0
, nv′[t] > v[t]. Thus v′′ =

nv′ − v ≥ 0, [[v′′]] = Tm0
and m0 = m+CTm0

· v′′. Since Tm0
is the maximal

element of FS(N ,m), then using Theorem 2, m0 ∈ lim−RS(N ,m). ⊓⊔

One could ask whether this result could be strenghtened with reachability
instead of lim-reachability. The next proposition shows that this is not the case.

Proposition 12. There exists a bounded marked CPN such that for all m ∈
RS(N ,m0), Tm = Tm0

and there exists m′ ∈ RS(N ,m) with m /∈ RS(N ,m′).

Proof. Consider the marked CPN of Figure 3 with x = 2. Any reachable marking
m can be written as m = ap1 + bp2 with 0 < a + 2b ≤ 1, hence Tm = T . Then

m
bt2

a+b
2 t1−−−−−−→ m′ with m′ = a+b

2 p2. Since the total number of tokens cannot
increase, m /∈ RS(N ,m′). ⊓⊔

4.3 Building the symbolic reachability tree

In order to build the SRT, we need to specify a finite representation of the sets
Rv and the intermediate sets (see section 4.1) that allows us to check emptyness.
To do so, we introduce existential formulas of linear inequalities whose variables
are either place markings denoted by m(p) for p ∈ P , or additional variables in
a countable set X. Such a formula can be written as:

φ = ∃x1 . . . ∃xn

∨
i≤m

∧
j≤ni

∑
k≤n

ai,j,kxk +
∑
p∈P

ai,j,pm(p) ▷◁i,j bi,j

where for all i, j, k and p, ai,j,k, ai,j,p, bi,j ∈ Q and ▷◁i,j ∈ {≤, <,≥, >,=}.
Φ(N ) is the set of such formulas. Given a formula φ, [[φ]] denotes the set of

markings that satisfy φ. The emptyness of [[φ]] can be decided in polynomial
time w.r.t. the size of φ by solving the m linear programs corresponding to the
clauses of the external disjunction.

Following the definition of the SRT, one observes that given a formula φ, our
problem boils down to compute a formula φ∗ such that [[φ∗]] = closure([[φ]]) and
given a border edge tr to compute a formula φtr such that [[φtr]] = succ(tr, [[φ]]).

Proposition 13. Let N be a CPN and φ ∈ Φ(N ). Then one can compute a
formula φ∗ ∈ Φ(N ) such that [[φ∗]] = closure([[φ]]) and given a border edge tr
a formula φtr ∈ Φ(N ) such that [[φtr]] = succ(tr, [[φ]]).

Proof. Let φ ∈ Φ(N ). Then φ∗ is defined by:

∃m′ ∈ RP
+ φ[m′/m] ∧ ∃v ∈ RT

+ m = m′ +C · v

∧
∨

P ′→∗P ′′

∨
T ′∈FS(N ,P ′)

[[m′]] = P ′ ∧ [[m]] = P ′′ ∧ [[v]] = T ′



20

Here the new variables are m′ that must fulfill m′ ∈ [[φ]] and the Parikh
vector v of an infinite sequence from m′ to m. The second line ensures that
Tm = Tm′ and that combined with the state equation of the first line such an
infinite sequence exists (by the characterization of lim-reachability).

Let φ ∈ Φ(N ) and tr = P ′ T ′

−→ P ′′ be a border edge. Then φtr is defined by:

∃m′ ∈ RP
+ φ[m′/m] ∧ ∃v ∈ RT

+ m = m′ +C · v
∧ [[m′]] = P ′ ∧ [[v]] = T ′ ∧m = ∧[[m]] = P ′′

The new variables are m′ that must fulfill m′ ∈ [[φ]] and the Parikh vector
v of a repeated discounted sequence from m′ to m. The second line combined
with the state equation of the first line ensures the existence of such a repetitive
discounted sequence (due to their characterization). ⊓⊔

Using Proposition 13, we can associate with every vertex v a satisfiable for-
mula φv ∈ Φ(N ) such that Rv = [[φv]]. The whole construction is performed
in exponential time for two reasons. First the number of vertices of the SRT
may be exponential. Then, due to the disjunctions indexed over some subset of
places P ′, P ′′ and over FS(N , P ′), the size of the formulas may also be exponen-
tial. Fortunately these two factors are independent yielding a single exponential
bound.

5 Conclusion

In order to analyze the qualitative behaviour of CPNs, we have focused on the
mode of a marking: i.e., the subset of transitions fireable in the future. To do so,
we have introduced transfinite firing sequences and two finite abstractions: tra-
jectories (sequences of decreasing modes) and signatures (trajectories enlarged
by witnessing markings). We have shown that w.r.t. these abstractions, trans-
finite sequences generate more behaviours than infinite sequences, but within
transfinite sequences, those of ordinal less than ω2 were expressive enough.

The symbolic reachability tree (SRT) we have introduced captures all possible
signatures of a CPN. We have established that the set of markings associated
with the leafs of the SRT satisfy reversibility, a desirable property corresponding
e.g. to attractors of biological systems.

From an algorithmic point of view, we have shown that the trajectory prob-
lem is NP-complete. In addition, we have designed an exponential time building
of an effective representation of the SRT.

Several lines of future work remain to be explored. From a theoretical point
of view, we plan to study transfinite sequences with infinite length (as opposed
to those studied here): investigation of fairness properties, transfinite sequences
with multiple accumulation points, etc. On a more abstract level, the relations
between CPN models with other existing dynamic models for biological networks
are a major issue; we also hope to gain new perspectives for the control of the
long-term behaviour (e.g. in cellular reprogramming [17] and medical therapies).
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